1. Logistic Regression:
   * Accuracy: 0.8018
   * Average Cross-Validation Score: 0.8048
2. Support Vector Classifier:
   * Accuracy: 0.7928
   * Average Cross-Validation Score: 0.7939
3. Decision Tree Classifier:
   * Accuracy: 0.7297
   * Average Cross-Validation Score: 0.7306
4. Random Forest Classifier:
   * Accuracy: 0.7568
   * Average Cross-Validation Score: 0.7849
5. Gradient Boosting Classifier:
   * Accuracy: 0.7928
   * Average Cross-Validation Score: 0.7685

Based on the accuracy scores, the Logistic Regression model has the highest accuracy score of 0.8018, followed closely by the Support Vector Classifier with an accuracy score of 0.7928. The Decision Tree Classifier has the lowest accuracy score of 0.7297.

In terms of the average cross-validation scores, the Random Forest Classifier has the highest score of 0.7849, followed by the Logistic Regression model with a score of 0.8048. The Decision Tree Classifier has the lowest average cross-validation score of 0.7306.